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GUJARAT TECHNOLOGICAL UNIVERSITY

Diploma Engineering — SEMESTER -5 (NEW) - EXAMINATION — Winter-2024

Subject Code: 4351601 Date: 21-11-2024
Subject Name: Foundation of Al and ML
Time: 10:30 AM TO 01:00 PM Total Marks: 70

Instructions:
1. Attempt all questions.
2. Make Suitable assumptions wherever necessary.
3. Figures to the right indicate full marks.
4. Use of simple calculators and non-programmable scientific calculators are permitted.
5. English version is authentic.

Marks

Q.1 (a) Define following terms: 03
1) Fuzzy Logic.
2) Expert System.
usll () il wE uel A uAd s2: 03
1) Fuzzy Logic.
2) Expert System.
(b)  Define following terms: 04
1) Machine Learning.
2) Reinforcement Learning.
(1) <fld 2d Ugl A cuuALRld $RU: oy
1) Machine Learning.
2) Reinforcement Learning.

(c) Explain types of Artificial Intelligence in detail with suitable diagram. 07
(5) Artificial Intelligence =il U2\ [AN [AoldaiR UHYAL 419U JuLs[d 09
IRRATNE
OR

(c) Explain various aspects related to ethics while designing an Al system. 07
Also, explain limitations of Al system in detail.

(5) Al System design 5cll uH3A ethics UL Awldd (dlay Uldlll o9
AUl UL GURid, Al System <l Hylelxledl uLl [dalddR

UMYl 1),
Q.2 (a) Listcharacteristics of reinforcement learning. 03
usl.2 (¥) Reinforcement learning =il cllet(QLsdl «il AlE] WYL 03
(b)  Explain positive reinforcement and negative reinforcement. 04
() Positive reinforcement W Negative reinforcement AHexdl. oY
(c) Explain Supervised leaning in detail. 07
(5)  Supervised leaning [AN (dolddI ¥qHld). 09
OR
Q.2 (a) Listkey components involved in human learning. 03
U2 () human learning Hi U9 key components sl ALE] WYL 03
(b)  Explain about well-posed learning problem in detail. 04
(W)  Well-posed learning problem (AN [(daldd R AHdl. oY
(c) Explain Unsupervised learning in detail. 07
(5)  Unsupervised learning (AN [aalddl? duHed). 09
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Q.3 (a) Explain SIGMOID function. Also, draw its graph and provide an 03
example of SIGMOID function.

U3 () SIGMOID function qHo1cl. GURid, deil graph €121 ¥4 SIGMOID

function o G&L&QL A [U).
(b)  Define following term: 04
1) Activation function.
2) Artificial neural network.
(W) <A A G U o ALl 52 oY
1) Activation function.
2) Artificial neural network.

(o]

3

(c) Draw and explain architecture of Recurrent network in detail. 07
(5) Recurrent network <1l architecture o Ml{s[a A1 (AdrddlR HHed). 09
OR

Q.3 (a) Explain TANH function. Also, draw its graph and provide an example 03
of TANH function.

U3 () TANH function ¥Hld)l. GURid, dell graph €121 4 TANH 03
function o} G&L&QL A [U).
(b)  Define following term: 04

1) Biological neural network.
2) Loss calculation.
(W) <A A G Ug o ALl 52 oY
1) Biological neural network.
2) Loss calculation.

(c) Draw and explain architecture of multi-layer feed-forward network in 07
detail.
(5)  multi-layer feed-forward network sil architecture @l 2415(d 412 09
[QdlddlR dgld).
Q.4 (a) Listadvantages of NLP in detail. 03
Ust4 () NLP ol SRl Ale] 144, 03
(b)  Explain Natural Language Generation in detail. 04
(“4) Natural Language Generation ([Q2rdaIR dHesdl. oY
(c) Explain types of ambiguities in NLP. Also, provide examples of each 07
ambiguity.
(5) NLP Hied] 2updl qHosdl. GURid, €35 U Rdle GeleR 09
(Y],
OR
Q.4 (a) Listdisadvantages of NLP in detail. 03
U4 (¥) NLP ol As1Ae1leAl Alel 44l 03
(b)  Explain Natural Language Understanding in detail. 04
() Natural Language Understanding [cloldctl? 44l 0¥
(c) Explain stemming and lemmatization in detail. Also provide two 07

examples of each.
(5) Stemming and Lemmatization [Aorda iR dHosdl. GURid £3sell & 09
EIAICIN RIS

Q5 (a) Define: 03
1) Word embeddings.
2) Machine Translation.

USRS (M) cdlul A 03
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1) Word embeddings.
2) Machine Translation.
(b)  Explain Word2Vec in detail. 04

(W) Word2Vec (AN [ddldd 2 qHd). oY
(c) Consider that a manufacturer of a product has collected feedback from 07
the customer and is now willing to apply sentiment analysis on it. What

are the steps to be followed for the same? Explain in detail.

(5) Gclleslell Gauled Alss UL feedback Ws[Ed sAT D WA A sl 09
U2 sentiment analysis 52l 68 8. deil HI2 sUL UG 1) sj2dl
A1 ? [AdAdd R AHdl.

OR
Q.5 (&) Listout advantages of GloVe with respect to NLP. 03
Ugls () GloVe el §IUEI3) NLP ofl dee{Hi uHomdl. 03
(b)  Explain challenges with TFDIF and BoW. 04
(W) TFDIF Wl Bow l8eil USSR (AN qHod). oY

(c) Consider that an e-mail service provider is willing to apply a SPAM 07
detection technique. What are the steps to be followed to detect a SPAM
e-mail? Explain in detail.

(5) E-mail Adl Ueldl SPAM detection dseils Gld] 5l 68 8. SPAM 09
E-mail 20ddl HI2 $UL WIERA]l Wsjudl HgH?  [darddR
YHodl.
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